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Abstract

A new method consisting of using band profiles to calibrate the response of a detector, without making frontal analysis measurements, is
discussed. A model for the calibration-curve expression is proposed. It is convenient and reasonably accurate even when the detector respons
deviates slightly from linear behavior at low concentrations.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction Commonly, an absolute calibration curve is derived from
the signals acquired by flushing the detector cell with a se-
Two classes of calibration curves are used in chromatog- ries of solutions of known concentrations and measuring the
raphy. The curves of the first and most popular class relate steady-state response. These signals are often the convenient
the amount of a compound injected into the column and the by-products of the results obtained in frontal analysis (FA).
height or area of the signal obtained as a response to this injecThis “steady-state” method, however, has its own drawbacks.
tion. This type of calibration curve is most useful in analytical It needs a significant amount of time and is highly consuming
chromatography. The calibration curves of the second classof chemicalg3]. If the absolute calibration curve is needed
are often called absolute calibration curves. They directly re- to account for the results of elution chromatographic exper-
late the actual average concentrati@) ¢f the compound iments, this procedure cannot be applied during the experi-
in the detector cell at a given time to the amplitudi ¢f ments but before of after them, which may explain its relative
the signal measured at that same moment. The use of sucliack of reproducibility.
a calibration curve is necessary in the measurement of ad- A method of indirect absolute calibration overcoming
sorption isotherms and in several other physico-chemical ap-these disadvantages was proposed earlier. It allows the draw-
plications of chromatograpHhy,2], as well as in preparative  ing of a steady-state calibration curve without requiring
chromatography. In all these cases, an accurate knowledgesteady-state experimer{3]. The concept of this method is

of the temporal profile of the elution bands is requiigd A based on the convolution of an appropriate calibration func-
discussion of methods useful to acquire absolute calibrationtion, C(#), and of the band profile obtained for a known
curves is the topic of this report. amount of the compound considerey), (following the fol-

lowing equation
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When an appropriate model equation is selected for the cal-applications involving the solution of Eql). The use of
ibration curve and initial estimates of the model parameters the best two-parameter polynomial calibration curve fitted to
are obtained, the detector response recorded is easily transthe highest peak gives a large error in the mass balance of
formed into a concentration, and the concentration profile small samples, and vice versa. Only by using a fourth-order
is integrated versus the volume of the mobile phase passecpolynomial could Eq(1) give a satisfactory mass balance
to give an estimate of the amount injected to generate thefor large and for small sample peaks in the same time (un-
peak obtained. The estimates of the parameters of the modeteported data). The possibility that such a calibration curve
can then be adjusted and the process repeated to give thenay have two inflection points may cause serious difficulties.
closest possible agreement between the estimated and knowhlence, the problem emerged to find a suitable model for the
amounts injected. calibration function in Eq(1).
This method was shown to give a satisfactory agreement It is known that one can describe the nonlinear signal of a
with the results obtained by the FA calibration procedure HPLC UV-detector with the following relationsh[g]
[4]. Examp_les pf applying this mgthod to the determination Sinh(23021/CA /2)
of adsorption isotherms by the inverse method have beeni(C) = ¢/C — log ( )
reported[5]. These works dealt with the derivation of the 2.303111CA/2
dependences af on the peak aree, that is curved inthe  whereeg is the zero-concentration-limit of the molar absorp-
range of high values @f. In practice an opposite situation can tivity, | is the optical path-length of the detector cell, is
occur, as will be demonstrated later, when the plafedrsus  the derivative of the molar absorptivity with respect to the
Sis nearly linear exceptin a narrow interval around the origin. wavelength, andi is the spectral bandwidth. Note tHgiC)
Ifthat region is notinvestigated properly, the graph appears asis the signal of the UV-detector in absorbance units, hence is
if it were showing a straight line, with a finite intercept. This dimensionless. For practical applications, the inverse func-
situation can give the false impression of a linear detector tion, C(h), is required. Eq(2) has no analytical solution with
response. It is worth to note that this intercept can be causedrespect toC. Therefore, we assume that the dependence of
not only by a nonlinear behavior of the detector response buth on C is approximately linear resulting in the following ex-
also by a systematic error in the operation of the injection pression
device, by the presence of contaminants in the sample, and 1 1
by sampling errors or by errors in the integration of the peak, C(#) & (o))" + (eol) ™~ - log
especially for peaks exhibiting a long tailing. sinh(230311/A(egl) 1 - h/2)
The low concentration region of the calibration curve is ( 230211 A(eol) L - h/2 )
. ; ) S . 1l A(eq
important in most physical applications of chromatography,
such as in studies of diffusion or mass transfer kinetics be- Itis necessaryto make some changes in(Eqdo take into ac-
cause this region corresponds to the initial diffuse part of the countanonlinear character of td¢x)-function. Empirically,
front of the peak and to its tailing. The contributions of these it was found that the following relationship is a convenient
parts of the peak to the calculation of its moments and particu- working function
larly of its second and higher order moments are sufficiently sinh(zh)
important to warrant that careful attention is paid to them. C(h) = koh + k1ko - log (khkhz>
Significant calibration errors made in the low concentration oh + (kah)
region during the transformation of the detector response intowhere ko, k1, and k2 are numerical parameters obtained
a concentration profile will lead to a large error in the numeri- through the fitting of the experimental data to this equation.
cal values of these moments and of the related quantities, i.e.,
the HETP and the rate or diffusion coefficients. We propose
a method of calibration of the detector response which is ap- 3. Experimental
plicable when the plot off versusSis not linear around the
origin. The measurements of the injection profiles of samples 3.1. Equipment and chemicals
provide an example of application.

()

3)

(4)

The data were acquired using a HP 1100 liquid chromato-
graph (Agilent Technologies, Palo Alto, CA, USA), equipped
2. Theory with an auto-sampler fitted with a 10 loop, a column
thermostat, and a variable wavelength UV-detector (model
A power expansion or a polynomial function is frequently G1314A) with a high-pressure cell (volume, 14 path-
used to calibrate a detector respofis€er]. In the cases con-  length, 10 mm). Because the experiments were devoted to
sidered here, a two-term parabolic function describes well the investigation of the broadening of an inlet profile, a cor-
the calibration curves determined by the steady-state methodrect recording of the actual injection profiles was necessary.
However, preliminary experiments (notreported) showed that So, the flow scheme used was the usual one in analytical chro-
neither the parabolic nor any other power function is a conve- matography, but with the column replaced with a zero-volume
nient model of the absolute calibration curve for numerical connector. The total volume of the system from the injection
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point to the detector cell was 0. The measurements were 1 pl). If the equality in Eq.(1) was not satisfied, the coeffi-
carried out at ambient temperature. The band profiles werecients were corrected and then used to recalculate the area of
recorded at the wavelength of 270 nm, using the data acqui-the largest peak. Successively adjusting the parameters of the
sition system and the HP Chemstation software. calibration curve to match the areas of the smallest and the
A solution ofn-hexane and ethyl acetate (89:11, v/v) was largest peak allowed this area and the injected amount to be
used as the mobile phase. The HPLC-grade solvents wereeventually equal within 1%. Although an automatized fitting
from Fisher Scientific (Fair Lawn, NJ, USA) and used as sup- procedure is possiblg@], we employed the method of trials

plied. The sample was:j-3-chloro-1-phenylpropanol - and errors. The fitting takes less than 5min. All the calcu-
3CPP), from Aldrich (Milwaukee, WI, USA). It had been lations were done with the MathCad 11 software (Mathsoft
purified by re-crystallization from-hexane. Engineering & Education Inc, Cambridge, MA)

3.2. Procedures ) ,
4. Results and discussions
The calibration of a detector using the steady-state method ) _
(or frontal analysis mode) consists in measuring the detec- _ 1he results of the pulse experiments are reported in
tor response after filling the detector cell with a solution of Fi9- 1 The graphs are nearly linear, except in a small region

known concentration. The concentration of the solution was @round the origin where they are visibly curved. Since the
increased step-wise by mixing a stream of the pure mobile peak area for a concentration-sensitive detector is inversely
phase and a stream of a solution Bj-3CPP in the mobile proportional to the flow rate at constant sample size, it is ex-
phase at a concentration of 6.02 g/l, using the binary pump. P€cted that the produtt- Fy |y=cons is constant. This con-
Adjusting the flow rate ratio of the two pumps allows the dition was satisfied within 5%. The two absolute calibration

control of the composition of the solution filling the detector CUTVes, for 0.5 and for 1 ml/min, were equally well approx-
cell. The experiments were implemented at flow rates of 0.5 imated by Eq(4), with the same fitting parameters. There-

and 1.0 mi/min. The difference between the results at these{0re. only the data obtained for a flow rate of 0.5 ml/min are
two flow rates were less than 4% in the concentration range discussed further. The best fitting parameters for(Ejde-
between 0 and 1.2 g/l and less than 0.4% between 1.2 andermined by the numerical method described earliekgre
6.02g/l. 7.6 x 107°°mM/mAU, k1 = 230 mAU, ko = 0.005 mAU~.

The calibration of the detector using the pulse technique ~ 1he calibration curve derived from the pulse ‘(‘axperi—
was carried out at the same flow rates. The concentration™ents is compared with the one obtained by the “steady-

of the standard solution used was also 6.02 g/l. The sampleState” method irFig. 2 The agreement between these two
volume was increased from 1 to 120 and 15 consecutive ~ CUrvesis satisfactory, at least beléaw= 610 mAU (C below

injections were made, repeated three times to evaluate the?-0045mM).Table 1compares the results of the evaluation
repeatability. The relative standard deviation in the peak area®f the injected amounts by E(l) using the two calibration

was less than 4.5% for sample volumes lower thah &nd curves. The frontal anglysis calibration.cgrve gives results in
less than 0.2% for larger volumes. excellent agreement with the amounts injected at low sample
sizes, and values systematically overestimated at high sam-

3.2.1. Fitting procedure ple size, by 3—5.%. The nunjer.ical calibratio.n.curve using
The coefficients of the calibration curve in Ed) were sample pulses gives near coincidence of the injected and es-

determined after the following procedure. After a series of 07

pulse experiments, the quantitySFy, (with Fy the flow rate)

was calculated for the peak corresponding to the largest sam- 067

ple volume (10Qul). The function(4) was then fitted to the 0.5

straight lineC = (q¢/SFy)h. The coefficients of that function

were taken as the initial estimates of the parametersinthe nu- = 044

merical calculation of the best parameters of the calibration % 03]

curve, following Eq(1). The concentration of every point of
each digitized peak profile was calculated using the current 0.21
calibration curve and the integral in the RHS of Eb) was

calculated using the trapezoid method. Since each peak con- 0

sists of more than 300 data points, such an evaluation was 0.0 . . . ; .
quite precise. The integral of the peak was compared to the 0 2 4 6 8 10 12
known injected amount. A new set of parameters was de- S[AUS]

rived to reduce the sum total of the squares of the differences_.

. L Fig. 1. Plots of the injected amount against the peak area. Flow rates
and the procedure repeated until the equality in@}jwas 0.5 ml/min (open circles) and 1 ml/min (filled circles). Solid lines are linear

satisfied with an error less than 0.1%. Then, the. calibration fitings for straight parts of these plots continued te 0 line. Note, that the
curve was applied to the smallest peak in the series (volumelinear plots systematically deviate from experimental data around the origin.



104 L. Asnin, G. Guiochon / J. Chromatogr. A 1089 (2005) 101-104

Table 1
Material balance for peaks estimated with calibration curves measured by numerical indirect and direct (FA) methods
Sample volumeyl) Injected amount (16° g) Numerical method FA methéd
q(10°g) 3 (%) q(10°g) 3 (%)
1 0.60 061 11 059 -16
3 181 191 55 179 -0.9
5 301 324 7.8 303 a7
10 602 650 8.0 616 23
15 903 970 7.4 933 33
20 1204 1290 7.1 1260 47
25 1505 1584 5.2 1560 37
30 1806 1887 45 1880 41
35 2107 2186 3.7 2190 39
40 2408 2481 3.0 2500 38
50 3010 3067 19 3130 40
60 3612 3651 11 3760 41
70 4214 4256 1.0 4400 44
80 4816 4848 0.7 5040 47
90 5418 5429 0.2 5660 45
100 6020 6017 0.0 6300 47

a |n calculations by Eq(1) the experimental calibration data for FA method (§ég. 2) were approximated by functioe(h) = 3.83 x 1064 + 6.4 x
10-%42([c] = mM, [h] = mAU) with high precise g% = 0.9998).

0.007 5. Conclusions
0.006+ . . ..
P Linear plots ofg versusShaving a finite intercept are often
pd . . . .
0.0051 P encountered in chromatographic practice. Assuming that the

0.004 detector response is linear in such case is incorrect, unless

% there is a strong evidence that the intercept is caused by
5 0003 reasons originating out of the detector itself. Calibration of
0.002 detector responses is possible by mean of a numerical method
based on the analysis of the chromatographic peak shapes. An
0.001; appropriate model of equation for the calibration-curve must
0.000 , , , be employed in this method. Ed.) is convenient for this pur-
0 200 400 600 800 pose. Having three fitting coefficients, it is flexible enough to
himAU] approximate weak deviations of the response from linear be-

] o ] ] havior in the low concentration region and yet simple enough
Fig. 2. Calibration curves determined by the "steady-state” method (filled ., 0 5 ranid calculation of its parameters. The new method
circles for experimental data, solid line for a parabolic approximation) and .
calculated by the numerical method (dashed line). Flow rate 0.5mi/min. ~ Proposed requires amounts of sample and of solvent that are

about 100 times and 5 times, respectively, smaller than those

timated amounts at both ends of the range investigated and a&onsumed with the steady-state calibration method.
discrepancy of up to 8% for the intermediate amounts. This
result is easily understood because we used essentially the
first and the last data points to fit the calibration curve. References
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